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代码说明：1、函数forward()中，有一个变量w。这个变量最终的值是从for循环中传入的。2、for循环中，使用了np.arange。若对numpy不太熟悉，传送门Numpy数据计算从入门到实战。

|  |
| --- |
| import numpy as np  import matplotlib.pyplot as plt    x\_data = [1.0, 2.0, 3.0]  y\_data = [2.0, 4.0, 6.0]      def forward(x):  return x\*w      def loss(x, y):  y\_pred = forward(x)  return (y\_pred - y)\*\*2      # 穷举法  w\_list = []  mse\_list = []  for w in np.arange(0.0, 4.1, 0.1):  print("w=", w)  l\_sum = 0  for x\_val, y\_val in zip(x\_data, y\_data):  y\_pred\_val = forward(x\_val)  loss\_val = loss(x\_val, y\_val)  l\_sum += loss\_val  print('\t', x\_val, y\_val, y\_pred\_val, loss\_val)  print('MSE=', l\_sum/3)  w\_list.append(w)  mse\_list.append(l\_sum/3)    plt.plot(w\_list,mse\_list)  plt.ylabel('Loss')  plt.xlabel('w')  plt.show() |
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